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Extended Abstract 
Artificial Intelligence (AI) systems have significantly transformed numerous domains, yet their susceptibility to 

backdoor attacks poses critical threats to reliability and trustworthiness. This talk explores the role of causal analysis in 

enhancing the trustworthiness of AI models by mitigating such vulnerabilities. The talk begins with a comprehensive 

introduction to causality, covering basic notations and key assumptions. Then I will introduce our recent work that leverages 

causal analysis for trustworthy AI. First, we study the inference-stage black-box backdoor detection problem, where 

defenders aim to build a firewall to filter out the backdoor inputs in the inference stage, with only input samples and prediction 

labels available.  We provide a novel causality-based lens to analyze heterogeneous prediction behaviors for clean and 

backdoored samples in the inference stage, considering both sample-specific and sample-agnostic backdoor attacks [1]. 

Motivated by the causal analysis and do-calculus in causal inference, we propose a new approach to distinguish backdoor 

and clean samples by analyzing prediction consistency after progressively constructing counterfactual samples. Second, we 

analyze the anti-backdoor learning problem from a causal perspective and propose a new approach to train clean models 

directly from poisoned datasets [2]. Our approach leverages both the image and the attack indicator to train the model. Based 

on this training paradigm, the model’s perception of whether an input is clean or backdoored can be controlled. These 

advances highlight the essential role causality in developing safe and trustworthy AI systems. 

 

The reference section at the end of the paper should be edited based on the following: 
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